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Let’s look at the last assumption. Is it reasonable?
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This setting is called agnostic learning.
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- So far, we have assumed that the learning algorithm could find the true concept

- **What if**: We are trying to learn a concept $f$ using hypotheses in $H$, but $f \notin H$
  - That is $C$ is not a subset of $H$
  - This setting is called **agnostic learning**
  - Can we say something about sample complexity?

More realistic setting than before
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Are we guaranteed that training error will be zero?

– No. There may be no consistent hypothesis in the hypothesis space!

We can find a classifier $h \in H$ that has low training error

$$\text{err}_s(h) = \frac{|\{f(x) \neq h(x) : x \in S\}|}{m}$$

This is the fraction of training examples that are misclassified
Agnostic Learning

We can find a classifier $h \in H$ that has low *training* error

$$err_s(h) = \frac{|\{f(x) \neq h(x) : x \in S\}|}{m}$$

What we want: A guarantee that a hypothesis with small training error will have a good accuracy on unseen examples

$$err_D(h) = \Pr_{x \sim D}[f(x) \neq h(x)]$$
We will use *Tail bounds* for analysis
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How far can a random variable get from its mean?
Bounding probabilities

**Law of large numbers**: As we collect more samples, the empirical average converges to the true expectation

- Suppose we have an unknown coin and we want to estimate its bias (i.e. probability of heads)
- Toss the coin $m$ times

\[
\frac{\text{number of heads}}{m} \rightarrow P(\text{heads})
\]

As $m$ increases, we get a better estimate of $P(\text{heads})$

What can we say about the gap between these two terms?
Bounding probabilities

- **Markov’s inequality**: Bounds the probability that a non-negative random variable exceeds a fixed value
  \[ P[X \geq a] \leq \frac{E[X]}{a} \]

- **Chebyshev’s inequality**: Bounds the probability that a random variable differs from its expected value by more than a fixed number of standard deviations
  \[ P[|X - \mu| \geq k\sigma] \leq \frac{1}{k^2} \]

**What we want**: To bound sums of random variables
- Why? Because the training error depends on the number of errors on the training set
Hoeffding’s inequality

Upper bounds on how much the sum of a set of random variables differs from its expected value
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Upper bounds on how much the sum of a set of random variables differs from its expected value
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What this tells us: The empirical mean will not be too far from the expected mean if there are many samples.

And, it quantifies the convergence rate as well.
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Suppose we consider the true error (a.k.a generalization error) $Err_D(h)$ to be a random variable

The training error over $m$ examples $Err_S(h)$ is the empirical estimate of this true error

We can ask: What is the probability that the true error is more than $\epsilon$ away from the empirical error?
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Let’s apply Hoeffding’s inequality.
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The training error over $m$ examples $\text{Err}_S(h)$ is the empirical estimate of this true error.

Let’s apply Hoeffding’s inequality

$$P[\text{Err}_D(h) > \text{Err}_S(h) + \epsilon] \leq e^{-2m\epsilon^2}$$

$\text{Err}_D(h) = \Pr_{x \sim D}[f(x) \neq h(x)]$

$\text{Err}_S(h) = \frac{|\{f(x) \neq h(x), x \in S\}|}{m}$
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The probability that a single hypothesis \( h \) has a training error that is more than \( \epsilon \) away from the true error is bounded above

\[
P[\text{Err}_D(h) > \text{Err}_S(h) + \epsilon] \leq e^{-2m\epsilon^2}
\]

The learning algorithm looks for the best one of the \(|H|\) possible hypotheses

The probability that there exists a hypothesis in \( H \) whose training error is \( \epsilon \) away from the true error is bounded above

\[
P \left[ \text{for some } h \in H, \quad \text{we have } \text{Err}_D(h) > \text{Err}_S(h) + \epsilon \right] \leq |H|e^{-2m\epsilon^2}
\]

*Union bound*
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The probability that there \textit{exists} a hypothesis in $H$ whose training error is $\epsilon$ away from the true error is bounded above
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Let us see what it takes to make this an improbable situation

Some hypothesis we are considering has generalization error that is much worse than the training error.

\textit{This is an undesirable situation} because our learner may end up picking this hypothesis.

Let us see what it takes to make this an improbable situation
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Agnostic learning

The probability that there exists a hypothesis in $H$ whose training error is $\epsilon$ away from the true error is bounded above

$$P\left[\text{for some } h \in H, \text{ we have } Err_D(h) > Err_S(h) + \epsilon\right] \leq |H|e^{-2m\epsilon^2}$$

Same game as before: We want this probability to be smaller than $\delta$

$$|H|e^{-2m\epsilon^2} \leq \delta$$

Rearranging this gives us

$$m \geq \frac{1}{2\epsilon^2}\left[\ln|H| + \ln\left(\frac{1}{\delta}\right)\right]$$
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It can guarantee with probability $1 - \delta$ that the true/generalization error is not off by more than $\epsilon$ from the training error if

$$m \geq \frac{1}{2\epsilon^2} \left[ \ln |H| + \ln \left( \frac{1}{\delta} \right) \right]$$

Difference between generalization and training errors: How much worse will the classifier be in the future than it is at training time?

Size of the hypothesis class: Again an Occam’s razor argument – prefer smaller sets of functions
Agnostic learning: Interpretations

1. An agnostic learner makes no commitment to whether \( f \) is in \( H \) and returns the hypothesis with least training error over at least \( m \) examples. It can guarantee with probability \( 1 - \delta \) that the true/generalization error is not off by more than \( \epsilon \) from the training error if

\[
m \geq \frac{1}{2\epsilon^2} \left[ \ln |H| + \ln \left( \frac{1}{\delta} \right) \right]
\]

2. We have a **generalization bound**: A bound on how much the true error will deviate from the training error. If we have more than \( m \) examples, then with high probability (more than \( 1 - \delta \)),

\[
\text{err}_D(h) - \text{err}_S(h) \leq \sqrt{\frac{\ln |H| + \ln(1/\delta)}{2m}}
\]

Generalization error \hspace{1cm} Training error
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**Occam’s razor:** When the hypothesis space contains the true concept

\[ m > \frac{1}{\epsilon} \left( \ln(|H|) + \ln \frac{1}{\delta} \right) \]

**Agnostic learning:** When the hypothesis space may not contain the true concept

\[ m \geq \frac{1}{2\epsilon^2} \left[ \ln |H| + \ln \left( \frac{1}{\delta} \right) \right] \]

*Learnability depends on the log of the size of the hypothesis space*

Have we solved everything? Eg: What about linear classifiers?