
GPT (and decoder models)
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Three different kinds of attention
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Encoder self-attention

Masked decoder self-attention

Encoder-decoder self-attention



Transformers are the default building blocks for NLP today
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Encoders

Examples: BERT, RoBERTa, SciBERT.

Captures bidirectional context
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Decoders

Examples: GPT-2, GPT-3, LaMDA

Also known as: causal or auto-regressive language 
model 

Natural if the goal is generation, but can not condition 
on future words
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Causal or Auto-regressive models
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𝑥! 𝑥" 𝑥# 𝑥$

𝑣! 𝑣" 𝑣# 𝑣$

Model

A non-auto-regressive model: Inputs 
and outputs are different

Use case: When we want to assign 
labels for each word (e.g. part-of-
speech tagging)

𝑥! 𝑥" 𝑥# 𝑥$

𝑥" 𝑥# 𝑥$ 𝑥%

Model

A causal or an auto-regressive model: Each 
output is the next input in the sequence

Use case: When we want to generate 
tokens (e.g. language modeling)



GPT (2018), 117 million 
parameters

The GPT family

GPT-2 (2019), 1.5 billion 
parameters

GPT-3 (2020), 175 billion 
parameters
NeurIPS 2020 best paper



The anatomy of a GPT model

An autoregressive model that predicts 
the next token given tokens so far 
(either predicted or given as part of 
input)

As it processes each subword, it masks 
the “future” words and conditions on 
(i.e. attends to) the previous words

Consists only of decoder transformer 
blocks (contrast with BERT which 
consists only of encoders)
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And so on
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The first GPT model (sometimes called GPT-1)
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Pretrained on the BooksCorpus
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Pretrained on the BooksCorpus

Also shows results on fine-tuning 
for end tasks, where inputs and 
outputs are converted to text



GPT-2 is identical to GPT-1, but:

• Layer norm moved to the input of each sub-block

• Vocabulary extended to 50,257 tokens and context size  increased from 
512 to 1024

• Trained on 8 million docs from the web (Common Crawl),  minus 
Wikipedia
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GPT2: Model Sizes 

1542M762M345M117M parameters

Play with it here: https://huggingface.co/gpt2 

Image from http://jalammar.github.io/illustrated-gpt2/

https://huggingface.co/gpt2
http://jalammar.github.io/illustrated-gpt2/


GPT2: Some Results 



GPT-2 completions
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Larger models fare better



GPT-3: More everything



GPT-3: A Very Large Language Model (2020)

• More layers & parameters 
• Bigger dataset 
• Longer training 
• Larger embedding/hidden dimension 
• Larger context window 

Slide credit: Sbhya Chhabria & Michael Tang



Size Comparisons

• BERT-Base model has 12 transformer blocks, 12 attention heads,
– 110M parameters

• BERT-Large model has 24 transformer blocks, 16 attention heads,
– 340M parameters

• GPT-2 is trained on 40GB of text data (8M webpages)! 
– 1.5B parameters

• GPT-3  is an even bigger version of GPT-2, but  isn’t open-source
– 175B parameters





Summary

• The GPT family: Decoder only models

• General theme: Train the largest language model your resources allow on 
the largest dataset you can find

• Impressive generation performance
– Even more impressive: Zero-shot capabilities


