
Making LLMs follow instructions

1
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Infill masked words

Autoregressively predict text



This lecture

9

Generating 
completions of text 

Responding to 
instructions

Aligning LLMs to 
preferences



This lecture

10

Generating 
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We will focus on the other 
arrow in the next lecture
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What is a reasonable response to the following input?

Serendipity means the occurrence and development of events by chance in a 
happy or beneficial way. Use the word in a sentence.

Ouyang et al. Training language models to follow instructions with human feedback. NeurIPS 2022
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Running into Margaret and being introduced to Tom was a fortunate stroke of serendipity.Maybe this:

Why does the language model predict such an output? 
Can you explain this based on what we know about its training?
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Instruction tuning

16
Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).



Instruction tuning

17
Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).



T5: “All text processing tasks → text-to-text format”
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Linguistic acceptability

Translation

Semantic textual 
similarity

Summarization

Textual entailment
Paraphrase recognition
Reading comprehension
…

For each task, design a template so that 
the input and outputs are text

(Some previous papers had also explored this idea) 



1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Instructions Finetuning 
[Weller et al. 2020. Mishra et al. 2021; Wang et al. 2022, 
Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others ]
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1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Instructions Finetuning 
[Weller et al. 2020. Mishra et al. 2021; Wang et al. 2022, 
Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others ]

2. Evaluate on unseen tasks



There are many instruction-tuning datasets out there

Longpre, Shayne, et al. "The FLAN collection: Designing data and methods for effective instruction tuning." arXiv preprint arXiv:2301.13688 (2023).



Natural Instructions
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61k tasks, 
193k input- output pairs

Mishra, Swaroop, et al. "Cross-Task Generalization via Natural Language Crowdsourcing Instructions." ACL 2022



Wang 2022. Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks

Super-Natural Instructions

Super-NaturalInstructions dataset  
contains over 1.6K tasks,  3M+ 
examples

Classification, sequence tagging, 
rewriting, translation, QA...

Many languages: 576 non-English



PromptSource/P3

P3: Public Pool of Prompts, now 2085 prompts on 183 datasets

147

https://github.com/bigscience-workshop/promptsource 
https://huggingface.co/datasets/bigscience/P3



The FLAN collection
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73 datasets, 146 task categories, and 1,836 total tasks

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).

T5 + Instruction tuning on the FLAN collection → FLAN-T5
PaLM + Instruction tuning on the FLAN collection → FLAN-PaLM



Instruction-Tuning: Example 

Before instruction finetuning

https://huggingface.co/google/flan-t5-xxl

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).
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Scaling Instruction-Tuning

Linear growth of model performance with exponential 
increase in observed tasks and model size. 

Number of examples 
has little effect. 

Wang 2022. Super-NaturalInstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks



Scaling Instruction-Tuning

Instruction finetuning improves 
performance by a large margin compared 
to no finetuning

Increasing the number of finetuning tasks 
improves performance

Increasing model scale by an order of 
magnitude (i.e., 8B → 62B or 62B → 
540B) improves performance substantially 
for both finetuned and non-finetuned 
models

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).



Summary

• Training (tuning) LMs with annotated input instructions and their output. 

• Pros:
– Simple to implement 
– Shows generalization to unseen tasks. 

• Cons: 
– It’s expensive to collect ground- truth data for tasks.
– Tasks like open-ended creative generation have no right answer. For example: “Write me 

a story about a dog and her pet grasshopper.” Based on fine-tuning objectives, any 
deviations (even single-token) would incur a loss. 


