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+
Responding to an instruction

=+
Being aware of social norms and beliefs
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Language Modeling # Following Instructions

What is a reasonable response to the following input?

Serendipity means the occurrence and development of events by chance in a
happy or beneficial way. Use the word in a sentence.

Ouyang et al. Training language models to follow instructions with human feedback. NeurlPS 2022
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Language Modeling # Following Instructions

What is a reasonable response to the following input?

Serendipity means the occurrence and development of events by chance in a
happy or beneficial way. Use the word in a sentence.

Maybe this:

GPT 3 1/5B
response

Running into Margaret and being introduced to Tom was a fortunate stroke of serendipity.

Serendipity is the ability to see something good in something bad. Use the word in a sentence.

Serendipity means to be happy with what you have. Use the word in a sentence.

Serendipity means finding something good in something that is bad. Use the word in a
sentence.

Ouyang et al. Training language models to follow instructions with human feedback. NeurlPS 2022
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Language Modeling # Following Instructions

What is a reasonable response to the following input?

Serendipity means the occurrence and development of events by chance in a
happy or beneficial way. Use the word in a sentence.

Maybe this: Running into Margaret and being introduced to Tom was a fortunate stroke of serendipity.

Serendipity is the ability to see something good in something bad. Use the word in a sentence.

GPT 3 175B | Serendipity means to be happy with what you have. Use the word in a sentence.

response
Serendipity means finding something good in something that is bad. Use the word in a

sentence. I
Why does the language model predict such an output?
Can you explain this based on what we know about its training?

Ouyang et al. Training language models to follow instructions with human feedback. NeurlPS 2022




Instruction tuning

(A) Pretrain—finetune (BERT, T5)

7
Pretrained I . Finetune on , Inference
[ LM task A on task A

* Typically requires many
task-specific examples
* One specialized model
9 for each task

‘\

Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).
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Instruction tuning

(A) Pretrain—finetune (BERT, T5)

Pretrained l . Finetune on Inference
[ LM task A > ontask A

* Typically requires many
task-specific examples
* One specialized model

~

q for each task y
(B) Prompting (GPT-3)
Improve performance
via few-shot prompting
Pretrainedw or prompt engineering Inference
LM J > ontask A

(C) Instruction tuning (FLAN)

(" N
‘ Instruction-tune on
Pretrained Inference
many tasks: —>

[ LM B"a D, ... on task A
Model learns to perform Inference on
many tasks via natural unseen task

L language instructions D

Wei, Jason, et al. "Finetuned language models are zero-shot learners." arXiv preprint arXiv:2109.01652 (2021).
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T5: “All text processing tasks — text-to-text format”

Translation

[ “translate English to German: That is good."

"cola sentence: The

- a9 _ng ala "D ist iag"
Linguistic acceptablllty [course is jumping well." sl ]

"not acceptable"]

Semantic textual
similarity

on the grass. sentence2: A rhino

"stsb sentencel: The rhino grazed
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

Summarization of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."

For each task, design a template so that

Textual entailment _
the input and outputs are text

Paraphrase recognition
Reading comprehension (Some previous papers had also explored this idea)

18



Instructions Finetuning

[Weller et al. 2020. Mishra et al. 2021; Wang et al. 2022,
Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others |

1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.

What is the boiling point of Nitrogen?
<

-320.4F

- D
/The cafeteria had 23 apples \
originally. They used 20 to
make lunch. So they had 23 -

20 = 3. They bought 6 more
Language apples, so they have 3 + 6 = 9.

model

Answer the following question by
reasoning step-by-step.

= A

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,
\how many apples do they have?

N

=

~——
N




Instructions Finetuning

[Weller et al. 2020. Mishra et al. 2021; Wang et al. 2022,
Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others |

1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.

What is the boiling point of Nitrogen?
<

-320.4F

~

Answef the following question by /The cafeteria had 23 apples \??
reasoning step-by-step. originally. They used 20 to
The cafeteria had 23 apples. If they make lunch. So they had 23 -
used 20 for lunch and bought 6 more, 20 = 3. They bought 6 more
\how many apples do they have? Language apples, so they have 3 + 6 = 9. Y. al
>~ model ~— D,

Inputs and outputs are both text. The output is not a completion of the input
text (as with the language modeling objective), but the response to it



Instructions Finetuning

[Weller et al. 2020. Mishra et al. 2021; Wang et al. 2022,

Sanh et al. 2022; Wei et al., 2022, Chung et al. 2022, many others |

1. Collect examples of (instruction, output) pairs across many tasks and finetune an LM

Please answer the following question.

What is the boiling point of Nitrogen?
<

Answer the following question by
reasoning step-by-step.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,
\how many apples do they have?

.

2. Evaluate on unseen tasks

Q: Can Geoffrey Hinton have a
conversation with George Washington?

Give the rationale before answering.

Language
model

\
\
\
\ /
\
\
\
\

The cafeteria had 23 apples
originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3 + 6 = 9. )

N

\
y
4

Y
8 J,

Geoffrey Hinton is a British-Canadian
computer scientist born in 1947. George
Washington died in 1799. Thus, they
could not have had a conversation

\_ together. So the answer is “no”.

N




There are many instruction-tuning datasets out there

Model Details Data Collection & Training Details
elease Collecti Model Base Size Public? [PromptTypes TasksinFlan  # Exs Methods
2020 05 UnifiedQA \ UnifiedQA RoBerta 110-340M ° @ 46/ 46 750k
®- 202104 CrossFit ART-CrossFit ~ BART 140M @ @ N5 /159 7IM
®- 202104 Natural Inst v1.0 . BART BART 140M @ e /@ 61/61 620k + Detailed k-shot Prompts
®° 202109 Flan 2021 FlarkLaMDA LaMDA 1378 @ e/e 62/62 4.4M + Template Variety
+ Template Variety
®° 202110 P3 TO, T+, TO++ T5-LM 3-1B o e 62/62 2M T ’
®-© 202110 MetalCL Metal§L GPT-2 770M o @ 100 /142 3.5M *Input Inversion ’
+ Noisy Channel Opt
®o 202111 ExMix ExTS TS 220M-11B @ e 72/107 500k + With Pretraining
[+ Detailed k-shot Prompts ]
®-o 2022 04 Super-Natural Inst. | Tk-Insfruct T5-LM, mT5  1-13B o e/e 1556 /1613 5M — J
I: 202210 GLM GLM-1B0B GLM 1308 o @ 65/77 12M + With Pretraining 1
+ Bilingual (en, zh-cn) J
202211 xP3 BLOgMzmTo  BLooM,mTs 13768 () | &) S3/7T | 8M | (EMasselyMultiingual
®©° 202212 Unnatural Inst.t T5-UM-Unnat. Inst. T5-LM nB @ e ~20 /N7 64k + Synthetic Data
+ Synthetic Data ‘
®o0 202212 Self-Instruct! GPT-3SelfInst.  GPT-3 1758 @ e Unknown 82k S KEs DEARE
e + @ + Template Variety )
202212 OPT-IML Bencht OPT-IML OPT 30-175B ° ~2067 [ 2207 18M + Input Inversion
T—o / @ + Multilingual
. + Template Variety '
Flan 2022 (oyf5) | Flan-T5, Flan-PaLM T5-LM, PaLM 10M-5408 w e+ @ 1836 15M SRR
@ + Multilingual

Longpre, Shayne, et al. "The FLAN collection: Designing data and methods for effective instruction tuning." arXiv preprint arXiv:2301.13688 (2023).



Natural Instructions

grammar
check

tagging
essential
phrases

answering
questions

Input: She chose to make a salad for lunch on Sunday.
Question: how long did it take for her to make a salad?

Crowdsourcing Instruction: Label

"yes" if the sentence contains any o
grammatical issues. Otherwise, [...]

Crowdsourcing Instruction: List all Output:
the words that are essential for making
answering it correctly. [...] salad

Crowdsourcing Instruction: Output:
Answer the provided question based 30mins

on a given [...]

Output:

61k tasks,
193k input- output pairs

23

Mishra, Swaroop, et al. "Cross-Task Generalization via Natural Language Crowdsourcing Instructions." ACL 2022



Super-Natural Instructions

Super-Naturallnstructions dataset
contains over 1.6K tasks, 3M+
examples

Classification, sequence tagging,
rewriting, translation, QA...

Many languages: 576 non-English

Wang 2022. Super-Naturallnstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks



147

PromptSource/P3

P3: Public Pool of Prompts, now 2085 prompts on 183 datasets

No of prompts created for cosmos_ga : 13
Dataset (2)

Prompt
cosmos_qa| i Input template

description_context_question_text| -

Read the following context and answer the question.

cord19 . Context: {{ context 1%
context_answer_to_question 5 2
g oy Question: {{ question %}

cornell_movie_dialo - . -

metl.movie_dialog context_description_question_ans... Answer:
cos_e . .

- context_description_question_ans...
cosmos_qga Target template

context_description_question_text

covid_ga_castorini ) L .
-Ha context_question_description_ans... {{ answer choices[label] %%}

covid_ga_deepset ) -
-qa_deep context_question_description_ans...

covid ga ucsd . e
a3 context_question_description_text

Aaecnrintinn Arantavt Ainiactinn Aane

: S https://github.com/bigscience-workshop/promptsource
https://huggingface.co/datasets/bigscience/P3




The FLAN collection

73 datasets, 146 task categories, and 1,836 total tasks

Finetuning tasks

4 TO-SF Y4 Muffin N( Natural A
Ty — Natural language inference Closed-book QA Instructions v2
e —— 9 Code instruction gen. Conversational QA Cause effect classification
Close d-bc?ok QA Program synthesis Code repair Commonsense reasoning

A Dialog context generation Named entit i
Adversarial QA amed entity recognition
Extractive QA K 69 Datasets, 27 Categories, 80 Tasks / Toxic language detection
Title/context generation Ve Quest!on answenpg
Topic classification CoT (Reasoning) \ S;Zigz'\ egt:r::ertz?:::n
Struct-to-text xecuti
Arithmetic reasoning Explanation generation Text categorization
Commonsense Reasoning  Sentence composition
55 Datasets, 14 iategories, Implicit reasoning 372 Datasets, 108 Categories,
k 193 Tasks j \_ 9 Datasets, 1 Category, 9 Tasks ) K 1554 Tasks /

<% A Dataset is an original data source (e.g. SQUAD).
% A Task Category is unique task setup|” . e : '
extractive question answering, query€ T5 + |nstruction tuning on the FLAN collection = FLAN-T5

<% ATask s a unique <dataset, task cat

query generation on the SQuAD datasl P3| V] + |nstruction tuning on the FLAN collection — FLAN-PaLM

Held-out tasks
MMLU BBH TyDiQA MGSM
Abstract algebra Sociology Boolean expressions Navigate f . de school
College medicine Philosophy Tracking shuffled objects ~ Word sorting In °':','"at'°“ Grah e |°°
Professional law Dyck languages seeking QA math problems
57 tasks 27 tasks 8 languages 10 languages

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).



Instruction-Tuning: Example

/—[ Model input (Disambiguation QA) ]—\ /—{ Before instruction finetuning ]—\

Q: In the following sentences, explain the The reporter and the chef will discuss their favorite
antecedent of the pronoun (which thing the dishes.
pronoun refers to), or state that it is ambiguous. The reporter and the chef will discuss the reporter's

favorite dishes.
The reporter and the chef will discuss the chef's
favorite dishes.

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options: The reporter and the chef will discuss the reporter's
(A) They will discuss the reporter's favorite dishes and the chef's favorite dishes.

(B) They will discuss the chef's favorite dishes , :

(C) Ambiguous ¥ (doesn’t answer question)

A: Let's think step by step.
N\ J J

https://huggingface.co/google/flan-t5-xx

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).



Instruction-Tuning: Example

/—[ Model input (Disambiguation QA) ]—\ /—[ After instruction finetuning ]—\

Q: In the following sentences, explain the The reporter and the chef will discuss their favorite
antecedent of the pronoun (which thing the dishes does not indicate whose favorite dishes they
pronoun refers to), or state that it is ambiguous. will discuss. So, the answer is (C). 2

Sentence: The reporter and the chef will discuss
their favorite dishes.

Options:

(A) They will discuss the reporter's favorite dishes
(B) They will discuss the chef's favorite dishes
(C) Ambiguous

A: Let's think step by step.
- /L Y

https://huggingface.co/google/flan-t5-xx

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).



Scaling Instruction-Tuning

il & 62.0
55 54.3 60
55 543
50
= = 50 48.0 .
545 5 S
= 43.7 R 4 4.1 3
& 40 o a4
e 40.1
35 35
30 30
6 60 600 40 400 4000
Number of Training Tasks Number of Model Parameters (Millions)
_—\

e N
Linear growth of model performance with exponential
increase in observed tasks and model size.

_ Y

Wang 2022. Super-Naturallnstructions: Generalization via Declarative Instructions on 1600+ NLP Tasks

60

55 547 537 439 537
50,
50
485
45

40
35
30

6 60 600
Number of Instances per Training Task

—\

Number of examples
has little effect.

~N




Scaling Instruction-Tuning

Instruction finetuning improves
performance by a large margin compared
to no finetuning

Increasing the number of finetuning tasks
improves performance

Increasing model scale by an order of
magnitude (i.e., 8B - 62B or 62B -
540B) improves performance substantially
for both finetuned and non-finetuned
models

60

W
o

Normalized average on
held-out tasks (%)
S

540B model
o

'// +
62B model

8B model
0 9 89 282 682 1,836
Number of finetuning tasks

Chung, Hyung Won, et al. "Scaling instruction-finetuned language models." arXiv preprint arXiv:2210.11416 (2022).



Ssummary

* Training (tuning) LMs with annotated input instructions and their output.

* Pros:
— Simple to implement
— Shows generalization to unseen tasks.

* Cons:
— It’s expensive to collect ground- truth data for tasks.

— Tasks like open-ended creative generation have no right answer. For example: “Write me
a story about a dog and her pet grasshopper.” Based on fine-tuning objectives, any
deviations (even single-token) would incur a loss.



