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Natural language understanding

Suppose someone claims that a program can understand natural language, how 
can we test for that?

Some ideas:
• Play the imitation game
• Have it answer questions
• See if it makes the same kind of inferences as people

The tricky part: How do we conduct these tests without having a human in the 
loop?
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One answer: Recognizing textual entailment
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Premise Before it moved to Chicago, aerospace manufacturer 
Boeing was the largest company in Seattle. 

Boeing is a Chicago-based aerospace manufacturer.Hypothesis

Given a premise and a hypothesis (both in natural language), 

• Would a person who reads the premise say that the hypothesis is true?

• Would a person who reads the premise say that the hypothesis is false?

• Or neither? 
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Importantly, we can label datasets for this three-class classification task

And we can build models and evaluate them
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The Recognizing Textual Entailment challenge

A series of annual challenge tasks

12

Textual entailment is defined as a directional relationship between pairs 
of text expressions, denoted by T (the entailing “Text”) and H (the 
entailed “Hypothesis”). We say that T entails H if humans reading T would 
typically infer that H is most likely true.

Dagan et al [2010]
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A series of annual challenge tasks
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Textual entailment is defined as a directional relationship between pairs 
of text expressions, denoted by T (the entailing “Text”) and H (the 
entailed “Hypothesis”). We say that T entails H if humans reading T would 
typically infer that H is most likely true.

The Hypothesis H of an entailment pair contradicts the Text T if a human 
reader would say that H is highly unlikely to be true given the information 
described in T .

Dagan et al [2010], Marneffe et al [2008]



Some representative examples from the RTE task
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Examples from Dagan et al [2010]



Why is entailment interesting?

To be able to correctly assess the entailment relationship between sentences, we need to be able to 
understand many different linguistic phenomena and perform reasoning with background knowledge
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And many many more



Models for predicting entailments
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Image from Chris Pott’s lecture
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The Stanford Natural Language Inference (SNLI) dataset

• A large crowdsourced dataset
– All the premises are image captions from the Flickr30K corpus (Young et al. 2014).
– All the hypotheses were written by crowdworkers.

• Dataset statistics
– 550,152 train examples, 10K each in dev and test sets
– Average number of tokens:

• Premise: 14.1
• Hypothesis: 8.3

– Vocabulary: 37,026 words

• 56,951 examples validated by four additional annotators.
– 58.3% examples with unanimous gold label
– 91.2% of gold labels match the author’s label
– 0.70 overall Fleiss kappa
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Some of the sentences reflect societal 
stereotypes (Rudinger et al. 2017), 
which could be problematic

Bowman et al 2015



Crowdsourcing approach for SNLI

26



Models over the SNLI dataset have gotten really good
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SNLI examples
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Table from Bowman et al [2015]



The MultiNLI dataset: Multiple genres

Train premises drawn from five genres:
– Fiction: works from 1912–2010 spanning many genres
– Government: reports, letters, speeches, etc., from government websites
– The Slate website
– Telephone: the Switchboard corpus
– Travel: Berlitz travel guides

Additional genres just for dev and test (the mismatched condition):
– The 9/11 report
– Face-to-face: The Charlotte Narrative and Conversation Collection
– Fundraising letters
– Non-fiction from Oxford University Press
– Verbatim: articles about linguistics

29

Williams et al 2018
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Williams et al 2018

92,702 train examples; 20K dev; 20K test
19,647 examples validated by four additional annotators

58.2% examples with unanimous gold label
92.6% of gold labels match the author’s label



MultiNLI progress
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NLI tasks are part of the GLUE benchmark
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Adversarial NLI: Making the dataset more difficult

• 62,865 labeled examples
• The premises come from diverse sources.
• The hypotheses are written by crowdworkers with the explicit goal of fooling 

state-of-the-art models.

1. The annotator is presented with a premise sentence and a condition (entailment, 
contradiction, neutral).

2. The annotator writes a hypothesis.
3. A state-of-the-art model makes a prediction about the premise–hypothesis pair.
4. If the model’s prediction matches the condition, the annotator returns to step 2 to try 

again.
5. If the model was fooled, the premise–hypothesis pair is independently validated by 

other annotators.

33
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Natural Language Inference dataset: SNLI

Classify relationship of a premise and hypothesis into 3 classes: 
Entailment, Contradiction, Neutral

Premise Two women are embracing while holding to go packages. 

Hypothesis The men are fighting outside a deli.
(Contradiction)

From the SNLI dataset

Constructed from Image captions (examples talk about scenes)

https://nlp.stanford.edu/projects/snli/
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Natural Language Inference dataset: MNLI

Classify relationship of a premise and hypothesis into 3 classes: 
Entailment, Contradiction, Neutral

Premise In reviewing this history, it’s important to make some crucial distinctions.

Hypothesis Making certain distinctions is imperative in looking back on the past. (Entailment)

https://cims.nyu.edu/~sbowman/multinli/

From the MNLI dataset

Multi-genre corpus using both spoken and written text.
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Natural Language Inference dataset: Dialogue NLI

Classify relationship of a premise and hypothesis into 3 classes: 
Entailment, Contradiction, Neutral

Premise No politics for me. I would prefer a good heart concert instead.

Hypothesis I have three children all girls.
(Neutral)

https://wellecks.com/dialogue_nli/

From the Dialogue NLI dataset

Constructed to test consistency and inference capabilities of dialogue models 
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Natural Language Inference dataset: HANS NLI

Classify relationship of a premise and hypothesis into 3 classes: 
Entailment, Contradiction, Neutral

Premise The president advised the doctor.

Hypothesis The doctor advised the president.
(Not Entailment)

https://arxiv.org/abs/1902.01007

From the HANS NLI dataset

To diagnose NLI models for shortcuts (Lexical Overlap above) 
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Natural Language Inference dataset: Breaking NLI

Classify relationship of a premise and hypothesis into 3 classes: 
Entailment, Contradiction, Neutral

Premise The cat sat on the mat. 

Hypothesis The cat did not sit on the mat.
(Contradiction)

https://arxiv.org/abs/1805.02266

From the Breaking NLI dataset

To understand their inference capabilities (negation shown)
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Summary

• The Textual Entailment/ Natural Language inference task

• Several datasets exist for the task

• The standard approach for building models today
– Train an encoder model to predict one of the three classes

• What are some problems with the definition of the task? Do we have a 
full fledged test of reasoning here?


