
Reading Comprehension
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Outline

• The task

• The reading comprehension dataset explosion

• What goes into a reading comprehension dataset?
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Natural language understanding

Suppose someone claims that a program can understand natural language, how 
can we test for that?

Some ideas:
• Play the imitation game
• Have it answer questions
• See if it makes the same kind of inferences as people

The tricky part: How do we conduct these tests without having a human in the 
loop?
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What can the splitting of water lead to? 
A: Light absorption 
B: Transfer of ions 

Water is split, providing a source of electrons and protons 
(hydrogen ions, H+) and giving off O2 as a by-product. 
Light absorbed by chlorophyll drives a transfer of the 
electrons and hydrogen ions from water to an acceptor 
called NADP+.
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Reading comprehension can be hard!
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Reading comprehension has been a part of NLP for a very 
long time

A random sampling of NLP work before the year 2000 on this topic:

Eugene Charniak. 1972. Toward A Model Of Children’s Story Comprehension. PhD Thesis, Massachusetts Institute of Technology. 

Jaime G. Carbonell. 1978. POLITICS: Automated ideological reasoning. Cognitive Science, 2(1):27–51.

Mooney, Raymond J., and Gerald DeJong. "Learning schemata for natural language processing." In IJCAI, pp. 681-687. 1985.

Stefan Wermter and Wendy G. Lehnert. 1990. A survey of question answering in natural language processing. Poetics, 19(1):99–120.

Hirschman, Lynette, Marc Light, Eric Breck, and John D. Burger. "Deep read: A reading comprehension system." In Proceedings of the 37th annual 
meeting of the Association for Computational Linguistics, pp. 325-332. 1999.

And many more…

13



Reading comprehension: The basic structure of the task

• All tests of reading comprehension have the same structure
– Evidence: Typically one or more passages of text
– A question that needs to be answered

• The answer is (hopefully) unambiguous

• Evaluation: Does the system get the right answer? Exact match?
– Maybe give partial credit 

Within this structure there are several design choices
– Answer type
– Is the text passage from one document or more? 
– Are there images or other modalities involved?
– Is there dialogue involved?
– Where is the data sourced from?
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Let us look at some example datasets
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Reading Comprehension Dataset: SQuAD v1

SQuAD v1: https://arxiv.org/pdf/1606.05250.pdf
Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. “SQuAD: 
100,000+ Questions for Machine Comprehension of Text”. In NAACL 2016
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Reading Comprehension Dataset: SQuAD v1

SQuAD v1: https://arxiv.org/pdf/1606.05250.pdf
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Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. “SQuAD: 
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Reading Comprehension Dataset: SQuAD v1

Answers are spans in the 
passage

SQuAD v1: https://arxiv.org/pdf/1606.05250.pdf
Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. “SQuAD: 
100,000+ Questions for Machine Comprehension of Text”. In NAACL 2016



Reading Comprehension Dataset: SQuAD v1

Collected by crowdsourcing



Reading Comprehension Dataset: SQuAD v2

SQuAD v1: https://arxiv.org/pdf/1606.05250.pdf

What intractability means in practice is open to debate. Saying 
that a problem is not in P does not imply that all large cases of 
the problem are hard or even that most of them are. For 
example, the decision problem in Presburger arithmetic has 
been shown not to be in P, yet algorithms have been written that 
solve the problem in reasonable times in most cases. Similarly, 
algorithms can solve the NP-complete knapsack problem over a 
wide range of sizes in less than quadratic time and SAT solvers 
routinely handle large instances of the NP-complete Boolean 
satisfiability problem.

What has not been done to establish solutions in reasonable 
period of time?

No Answer

SQuAD v2: https://arxiv.org/pdf/1806.03822.pdf

SQuAD v2 adds a set of unanswerable questions



Reading comprehension datasets: A sampler

RACE [Lai et al 2019]: Questions from 
English exams for Chinese students 
aged 12-18

HotpotQA [Yang et al 2018]: Multiple 
documents, requires multiple 
reasoning hops

BoolQ [Clark  et al 2019]: Only yes/no 
questions

… and many more
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English reading comprehension datasets released per year

27
Dzendzik, Daria, Jennifer Foster, and Carl Vogel. "English Machine Reading Comprehension Datasets: A Survey." In 
Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pp. 8784-8804. 2021.
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Reading comprehension: The basic structure of the task

• All tests of reading comprehension have the same structure
– Evidence: Typically one or more passages of text
– A question that needs to be answered

• The answer is (hopefully) unambiguous

• Evaluation: Does the system get the right answer? Exact match?
– Maybe give partial credit 

Within this structure there are several design choices for constructing datasets
– Answer type
– Is the text passage from one document or more? 
– Are there images or other modalities involved?
– Is there dialogue involved?
– Where is the data sourced from?
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Design choices: Question & Answer types

• Cloze type: Basically fill-in-the-blanks

30

Semih Yagcioglu, Aykut Erdem, Erkut Erdem, 
and Nazli Ikizler-Cinbis. “RecipeQA: A Challenge 
Dataset for Multimodal Comprehension of 
Cooking Recipes”. In EMNLP 2018
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Semih Yagcioglu, Aykut Erdem, Erkut Erdem, 
and Nazli Ikizler-Cinbis. “RecipeQA: A Challenge 
Dataset for Multimodal Comprehension of 
Cooking Recipes”. In EMNLP 2018



Design choices: Question & Answer types

• Cloze type: Basically fill-in-the-blanks
• Multiple-choice questions

32

Matthew Richardson, Christopher J.C. Burges, and Erin Renshaw. 
“MCTest: A Challenge Dataset for the Open-Domain Machine 
Comprehension of Text”. In EMNLP 2013



Design choices: Question & Answer types

• Cloze type: Basically fill-in-the-blanks
• Multiple-choice questions
• Boolean: Yes/No questions

33
Qiao Jin, Bhuwan Dhingra, Zhengping Liu, William Cohen, and Xinghua 
Lu. “PubMedQA: A Dataset for Biomedical Research Question 
Answering”. EMNLP 2019



Design choices: Question & Answer types

• Cloze type: Basically fill-in-the-blanks
• Multiple-choice questions
• Boolean: Yes/No questions
• Extractive: The answer is a span in the passage

34
Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. “SQuAD: 
100,000+ Questions for Machine Comprehension of Text”. In NAACL 2016



Design choices: Question & Answer types

• Cloze type: Basically fill-in-the-blanks
• Multiple-choice questions
• Boolean: Yes/No questions
• Extractive: The answer is a span in the passage
• Free-form answers

35Tomáš Kočiský, Jonathan Schwarz, Phil Blunsom, Chris Dyer, Karl Moritz Hermann, Gábor Melis, 
Edward Grefenstette. “The NarrativeQA Reading Comprehension Challenge”. In TACL 2018



Design choices: The evidence

The evidence can take different forms
– Usually unstructured text
– Sometimes semi-structured text, e.g. WikiTableQuestions, TableQA
– Sometimes structured knowledge
– Images (i.e., visual QA), e.g. ChartQA
– Audio, e.g. DAQA, Spoken-SQuAD
– Movies, e.g. MovieQA
– Mixed modalities

Varying amounts of evidence can be presented

36Rogers, Anna, Matt Gardner, and Isabelle Augenstein. “QA dataset explosion: A taxonomy of NLP resources for question 
answering and reading comprehension.” ACM Computing Surveys 55, no. 10 (2023): 1-45.
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Data sources

Different datasets draw from different sources

• News: NewsQA, MultiRC, ReCoRD, QuAIL,CNN/DailyMail, WhoDidWhat, CoQA

• Books: ChildrenBookTest, BookTest, LAMBADA, BiPaR, partly CoQA, Shmoop, SciQ

• Movie scripts: MovieQA, WikiMovies, DuoRC, MultiRC and NarrativeQA

• Clinical reports, medical abstracts: CliCR, PubMedQuestions, MedQA, emrQA, QAngaroo MedHop

• Exams: 
– English as a Foreign Language examinations: RACE, RACE-C, and DREAM
– GMAT and LSAT: ReClor
– Medical: MedQA 
– Science exams: SciQ, ARC, OpenBookQA, QASC

• Online reviews: AmazonQA, AmazonYesNo, SubjQA

38
Dzendzik, Daria, Jennifer Foster, and Carl Vogel. "English Machine Reading Comprehension Datasets: A Survey." In 
Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pp. 8784-8804. 2021.



Data sources

Different datasets draw from different sources

• News: NewsQA, MultiRC, ReCoRD, QuAIL,CNN/DailyMail, WhoDidWhat, CoQA

• Books: ChildrenBookTest, BookTest, LAMBADA, BiPaR, partly CoQA, Shmoop, SciQ

• Movie scripts: MovieQA, WikiMovies, DuoRC, MultiRC and NarrativeQA

• Clinical reports, medical abstracts: CliCR, PubMedQuestions, MedQA, emrQA, QAngaroo MedHop

• Exams: 
– English as a Foreign Language examinations: RACE, RACE-C, and DREAM
– GMAT and LSAT: ReClor
– Medical: MedQA 
– Science exams: SciQ, ARC, OpenBookQA, QASC

• Online reviews: AmazonQA, AmazonYesNo, SubjQA

39
Dzendzik, Daria, Jennifer Foster, and Carl Vogel. "English Machine Reading Comprehension Datasets: A Survey." In 
Proceedings of the 2021 Conference on Empirical Methods in Natural Language Processing, pp. 8784-8804. 2021.

And many more!



What skills are needed to perform reading 
comprehension?

40Rogers, Anna, Matt Gardner, and Isabelle Augenstein. “QA dataset explosion: A taxonomy of NLP resources for question 
answering and reading comprehension.” ACM Computing Surveys 55, no. 10 (2023): 1-45.



What skills are needed to perform reading 
comprehension?

41Gardner, Matt, Jonathan Berant, Hannaneh Hajishirzi, Alon Talmor, and Sewon Min. "Question Answering is a Format; When 
is it Useful?" arXiv preprint arXiv:1909.11291 (2019).

Is reading comprehension a task or a format for testing any of these skills?



Summary

Reading comprehension as a test for text understanding

Many datasets out there that differ in their sources of data and their assumptions about 
reading comprehension

– Mostly English and Chinese, some other languages like Russian, Korean, etc.

A few standard approaches for modeling
– Train an encoder model to extract the answer or to predict an answer for multiple choice 
– Use a decoder or an encoder decoder model to predict the text of the answer
– …

What are some problems with the definition of the task? Do we have a full fledged test 
of reasoning here?


