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A simple RNN

• What we saw so far is just a template for a recurrent neural network
– Did not specify what the functions inside it are

•  Let’s look at a simple instantiation, first introduced by Elman 1990
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A simple RNN 

At each step, an RNN:
– Computes the next cell state: 𝐬! = R(𝐬!"#, 𝐱!) 
– Computes the output: 𝒚! = O(𝐬!) 

Need to specify two functions:
1. How to generate the current state using the previous state and the current 

input?

2. How to generate the current output using the current state?
The output is the state. That is, 𝒚! = 𝐬!
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Computing the value of a state
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1. How to generate the current state using the previous state and the current input?

The previous state
A vector in ℜ$!

The current input 
A vector in ℜ$
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The Elman RNN
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The Elman RNN
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