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AdaBoostAdaBoostAdaBoostAdaBoostAdaBoost
[Freund & Schapire]
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1 1
given and :

1
if
if

exp

where normalization constant
1
2 ln 1 0

final hypothesisfinal hypothesisfinal hypothesisfinal hypothesisfinal hypothesis:

final sign

danr
> 1

danr


danr
Notes about \alpha_t:  
-- positive due to the weak learning assumption
-- examples that we predicted correctly are demoted, others promoted
-- sensible weight: better hypothesis (smaller error), larger weight

danr
Think about applying this recursively all the way to 1/m
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* See demo at
www.research.att.com/˜yoav/adaboost

danr
(Cool) and important note about the final hypothesis:
-- it is possible that the combined hypothesis makes no mistakes on the training data, but boosting can still learn, by adding more weak hypotheses.



Analyzing the training errorAnalyzing the training errorAnalyzing the training errorAnalyzing the training errorAnalyzing the training error
TheoremTheoremTheoremTheoremTheorem:

run AdaBoost
let 1 2
then

training error final 2 1

1 4 2

exp 2 2

so: if : 0
then training error final

2 2

adaptiveadaptiveadaptiveadaptiveadaptive:
does not need to know or a priori
can exploit

danr
e(1-e) = (1/2-g)(1/2+g) = 1/4 - g^2

exp(-2x^2) >=1-(2x)^2


danr
1. Why is the theorem stated in terms of minimizing training error? Is that what we want?
2. What does the bound mean?



ProofProofProofProofProof
let final sign

Step 1Step 1Step 1Step 1Step 1: unwrapping recursion:

final
1 exp

1

Step 2Step 2Step 2Step 2Step 2: training error final

Proof:
final 0 1

so:

training error final
1 1 if final

0 else
1

final

danr
Need to prove only the first first inequality; the rest is algebra.

danr
Always holds when a mistake is made according to the previous bullet.

danr
Using Step 1

danr
D is a distribution over the examples (i)

danr
The definition of training error



Proof (cont.)Proof (cont.)Proof (cont.)Proof (cont.)Proof (cont.)
Step 3Step 3Step 3Step 3Step 3: 2 1
Proof:

exp

: :

1

2 1

danr
By definition; it's a normalization term.


danr
The definition of \epsilon_t

danr
From the definition of \alpha_t

danr
Splitting to "mistakes" and "no mistakes" allows us to simplify the expression.



UCI ExperimentsUCI ExperimentsUCI ExperimentsUCI ExperimentsUCI Experiments
[Freund & Schapire]

tested AdaBoost on UCI benchmarks
used:

C4.5C4.5C4.5C4.5C4.5 (Quinlan’s decision tree algorithm)
“decision stumpsdecision stumpsdecision stumpsdecision stumpsdecision stumps”: very simple rules of thumb
that test on single attributes

-1
predict

+1
predict

noyes

height > 5 feet ?

predict
-1

predict
+1

noyes

eye color = brown ?

0 5 10 15 20 25 30

boosting Stumps

0

5

10

15

20

25

30

C
4.

5

0 5 10 15 20 25 30

boosting C4.5

0

5

10

15

20

25

30

C
4.

5

danr
Notice that this way Boosting is viewed
just like another linear classifier.
The key difference is that the features (and their weight) are selected one at a time.
What if you have real valued axis parallel stumps?


danr
When the weak learner is really a learner, e.g., a DT learner, then you are working in an infinite hypothesis space, where the specific feature to include depends on previous step you have taken.


